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Calibration of PS09, PS10, and PS11 Trans-Alaska 
Pipeline System Strong-Motion Instruments, with 
Acceleration, Velocity, and Displacement Records of 
the Denali Fault Earthquake, 03 November 2002 

J. R. Evans, E. G. Jensen, R. Sell, and C. D. Stephens, U.S. Geological Survey; 
D. J. Nyman, D. J. Nyman & Associates; R. C. Hamilton, Consultant; and 
W. C Hager, Alyeska Pipeline Service Company 

INTRODUCTION 

In September, 2003, the Alyeska Pipeline Service Company (APSC) and the U.S. Geological 

Survey (USGS) embarked on a joint effort to extract, test, and calibrate the accelerometers, am-

plifiers, and bandpass filters from the earthquake monitoring systems (EMS) at Pump Stations 

09, 10, and 11 of the Trans-Alaska Pipeline System (TAPS).  These were the three closest 

strong-motion seismographs to the Denali fault when it ruptured in the MW 7.9 earthquake of 03 

November 2002 (22:12:41 UTC), and are shown in Figure 1.  The surface rupture is only 3.0 km 

from PS10 and 55.5 km from PS09 but PS11 is 124.2 km away from a small rupture splay and 

126.9 km from the main trace. 

Here we briefly describe precision calibration results for all three instruments.  

Included with this report is a link to the seismograms reprocessed using these 

new calibrations: 

• http://nsmp.wr.usgs.gov/data_sets/20021103_2212_taps.html

Calibration information in this paper applies at the time of the Denali fault earthquake 

(03 November 2002), but not necessarily at other times because equipment at these stations is 

changed by APSC personnel at irregular intervals.  In particular, the equipment at PS09, PS10, 

and PS11 was changed by our joint crew in September, 2003, so that we could perform these 

calibrations.  The equipment stayed the same from at least the time of the earthquake until that 

retrieval, and these calibrations apply for that interval. 

http://nsmp.wr.usgs.gov/data_sets/20021103_2212_taps.html
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Figure 1.  A map of the Denali fault earthquake rupture trace (magenta), the Trans-Alaska Pipeline Sys-
tem (TAPS; red), Pump Stations 8 through 12 (green; of these only 09 and 12 are actively pumping but all 
have instruments which recorded the 03 November 2002 earthquake), and topography, towns, and roads.  
Inset shows map’s location within Alaska, TAPS, rupture trace, and major cities. 
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Figure 2.  Diagram of signal flow from accelerometers through the recording system in the form it stood 
on 03 November 2002 during the MW 7.9 Denali fault earthquake.  (We measured only buffered “V/a” 
values at the output of the amplifier, never “I/a”.)  Inset photographs are of PS11 the following Septem-
ber.  Equipment at the other sites is similar, but distances from the vault to the recording building are sig-
nificantly larger.  As an example, gains for PS10, “North”, are shown in cyan for the original values and 
magenta for our new calibration results.  No filter deconvolution was applied to previously released seis-
mograms; high-pass filters are deconvolved from the interpreted (“Volume 2”) seismograms are released 
here. 

A schematic of the observational system is shown in Figure 2 indicating primary-components 

and signal flow.  The most important differences discovered from previously used calibration 

values, in terms of their impact on the seismograms and inferred ground motions, are the filters’ 

high-pass (low-cut) frequencies and the sensitivities of the accelerometers at PS11.  Accelerome-

ter sensitivities at PS11 were found to be higher by about 8% than previously reported.  High-

pass filter corner frequencies have a substantial impact on long-period ground motion, and there-

fore on displacement records.  These frequencies varied from the nominal 0.1 Hz by significant 

margins in all nine components tested and in all cases were lower. 
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STATION COORDINATES AND ORIENTATIONS 

We used differential GPS relative to a local benchmark to locate and measure the bearing 

(via laser sight line) of the three sets of accelerometers.  We achieved worst-case horizontal ac-

curacy of 1 m, vertical accuracy of 2 m, and azimuthal accuracy of 1.1 degrees.  In most cases, 

accuracies were much better — benchmark uncertainty limited the accuracy of the worst case, 

PS11.  In a subsequent journal paper we hope that all sites will be referenced to the equivalent of 

WGS84 (ITRF00) ellipsoid elevations (this being a reasonable choice for seismic ray-length 

computations), however elevations are currently referenced to a mix of older orthometric and 

ellipsoid datums because of the difficulties in making such conversions in this part of Alaska.  In 

that paper we will also give NAD 27/NGVD 29 coordinates because these are the datums most 

widely available and used in Alaska. 

Tables 1a-c give the coordinates and orientations of the three strong-motion sensors, the ac-

celerometer sets themselves.  To establish the sensor azimuths, we used differential-GPS points 

along laser bore-sight lines pointed along the direction of stiff plastic jigs aligned to the sensors, 

and in the case of PS09 and PS11 with the bore sight sitting directly on the plastic jig in a V-

groove machined for the purpose.  (Bore sights are small solid-state lasers normally used to align 

gun sights by taking the place of the cartridge.)  In the case of PS10, where the plastic jig was 

much longer (3’, 91.4 cm) than at the other two sites (1’, 30.3 cm) the jig was further stiffened 

with aluminum channel stock to limit flexing in the wind.  The bore-sight pointing jig was in turn 

held firmly to the side of the 6.1-cm-wide machined aluminum mounting block in which the ac-

celerometers are screw mounted.  Only in the case of PS10 is the seismograph vault surrounded 

by a “doghouse” of concrete walls three-feet high (91.4 cm) and six-inches thick (15.2 cm), walls 

intended to reduce snow-melt infiltration.  So for PS10 we transferred the jig azimuth to a length 

of aluminum extrusion (an “L” section), carefully chosen for its straightness.  The “L” extrusion 

was placed atop and across the facing walls of the doghouse and held in place there by plumber’s 

clay.  The azimuth transfer from the jig to this “L” extrusion was accomplished with a pair of 

plumb bobs.  Given the small size of the accelerometer mounting block, disturbance by the pre-

vailing winds, the need to hand-hold the jig to the mounting block, and various other factors, 

there is as much as a 1.1° error in the azimuth determination at PS10.  We estimate smaller errors 

of 0.4° at PS09 and PS11, where conditions were more favorable and the bore sight sat directly 
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in the V-groove of the smaller, stiffer jig rather than in the “L” extrusion.  These pointing-error 

estimates are sums of estimated errors from the various error sources in the chain of measure-

ments required to produce an azimuth (for example, an estimate of the error in holding the jig to 

the sensor block, in aligning the bore sight to the jig, the bore sight’s own accuracy, GPS errors, 

and so forth).  Each element in the sums was made conservative and summing them is conserva-

tive, therefore the sums are maximal estimates of error. 

In all cases we used differential GPS computed a posteriori to obtain an absolute position of 

the site itself, with the reference GPS unit at a benchmark and the roving GPS unit located just 

above the accelerometers and corrected for this elevation offset.  At PS09 the reference bench-

mark is very good, excepting minor issues of permafrost.  At PS10 we used a bridge-abutment 

benchmark recently resurveyed by APSC using their own high-quality differential systems to 

relocate it relative to NGS (the National Geodetic Survey) benchmarks (as part of APSC’s post-

earthquake facilities resurveying program).  We had particular problems at PS11 (Table 1c) be-

cause we and NGS later learned that the NGS benchmark we used likely had antenna-reduction 

problems during NGS’ 1988 GPS resurvey.  Therefore, PS11 has possible location errors as large 

as 1 m horizontal and 2 m vertical (probable 2 ; M. Vorhauer, NGS, personal comm., 2004).  

Nevertheless, this error envelope is sufficiently good for nearly all seismological applications. 

With the present data, we note differences from the original APSC estimates of instrument 

orientations.  These original estimates were based on the local “plant coordinates” and the as-

sumption that the contractors building the instrument pads oriented them accurately (D. Nyman, 

personal comm., 2003).  These concrete pads are 5’ 5’-wide 2’-thick (152 cm  152 m  61 

cm).   We are also assuming no shifting of the pads during the earthquakes — there is no evi-

dence for such changes, such as gaps between the pads and surrounding soil, either as observed 

by us or any earlier visitors we have contacted. 
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Table 1a.  Location and orientation of the accelerometers at Pump Station 09. 

 

Table 1b.  Location and orientation of the accelerometers at Pump Station 10. 

 

Table 1c.  Location and orientation of the accelerometers at Pump Station 11. 

 

Notes for Tables 1a-c: 
1) GPS positioning of points along laser bore-sight line from jig held to face of acceler-
ometer mounting block. 
2) Machinist's bubble level and large protractor.  Positive dip is down. 
3) Weighted average of azimuths from station to points along bore-sight line. 
4) Azimuth of line fit to site position and positions of points along bore-sight line. 
5) Reference benchmark has 2s horizontal errors of 1 m and vertical error of 2 m, which 
dominate site-location errors (cf., 10 and 20 cm errors at the other sites). 
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These variations between original estimates and our new measurements range from negligi-

ble at PS11 (a 0.89° difference between 336.72° for the new result and 335.83° for plant coordi-

nates) to fairly large at PS10 (a 4.36° difference between 316.70° for the new result and 321.06° 

for plant coordinates).  At PS09 the difference was 2.20° between 14.94° for the new result and 

12.74° for plant coordinates.  (These azimuths are all for the “North” components, here under-

stood to mean those parallel to the pipeline's local azimuth with “East” components pointing or-

thogonal to the pipeline.  We do not mean the cardinal points of the compass.)  The instruments 

were also all found to be slightly out of level, negligibly so at PS09 and PS10 but by 1.3° ± 0.2° 

for the “North” component of PS11.  However, the active axis of any seismometer generally is 

not parallel to the case of the instrument, e.g., we later measured differences of up to 0.5° be-

tween case and the active axis of these accelerometers during tilt calibrations. 

Site conditions (materials velocities and damage observed) are described by Kayen et al. 

(2004).  They give “vS30” as 376, 316, and 362 m/s (thus NEHRP classes are C, D, C) for stations 

PS09, PS10, and PS11. 

ACCELEROMETER CALIBRATIONS 

Calibrations of accelerometers with flat frequency responses are, in principal, very straight-

forward.  One simply tilts the device at a wide range of angles, applying a fraction of the Earth’s 

static gravitational acceleration as the input signal, and measures the resulting outputs.  As long 

as the sensor is accurately leveled and oriented to the tilt axis of the table, the sine of a well-

measured input tilt angle is the input acceleration (fraction of local value of g).  Some complica-

tions of this simple sounding procedure at this level of precision include orienting the active axis 

of the sensor (not the sensor case) to the table while the table is tilted about 30° such that output 

is maximized as measured on a very precise digital voltmeter (DVM) — a matter of considerable 

dexterity and patience.  Failing to make this alignment accurately yields a roughly half-sine per-

turbation at least as large as other uncertainties to the measured values.  As alluded, it is also 

somewhat important (several parts per thousand) to note the local value of gravity at the test lo-

cation and correct for it.  Figure 3 shows the results for such a calibration of the three compo-

nents at PS10, giving the voltage output of the accelerometers’ amplifier versus the acceleration 

applied.  While the slopes of these lines are the key results here, this plot is not particularly in-
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formative because the voltage scale is coarse.  Residuals to these maximum likelihood fits are 

much more helpful. 

 

Figure 3.  Raw data and maximum likelihood fits for the three accelerometers of station PS10.  The two 
data sets were measured directly with an Agilent™ 34907A integrating digital voltmeter (DVM) and a 
purpose-calibrated RefTek™ 72A-02 recorder.  The former appear to be slightly more precise. 

Figures 4a-c show the residuals for the calibrations of all nine accelerometers, three compo-

nents at three sites.  Tables 2a-c summarize the sensitivities obtained from these tests, their accu-

racies, and the sensitivities reported previously by APSC.  Six components are in agreement to 

about 0.5%, but those at PS11 are 8-9% higher than previous values.  The current values have 

been verified several times and in a number of ways and are not affected by this previous error. 
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Table 2a.  Sensitivities of the accelerometers at PS09 by laboratory test (corrected for resistor values).  
Preferred values are in boldface.  Accuracy is limited in this one case by amplifier resistor values, known 
to 4  places from a well-calibrated meter.  The upper block of values is relative to local g while the lower 
three lines are corrected for this variable (bottom line is sensitivity in ICWM g’s, 980.665 cm/s2). 

 

Table 2b.  Sensitivities of the accelerometers at PS10 by precision laboratory test.  Final, preferred values 
are in boldface.  Comparison ratios to original APSC values are in the upper right. 

 

Table 2c.  Like Table 2b but for PS11. 

 

Notes for Tables 2a-c:  *Local value of gravity at Menlo Park is 979.945±0.002 gal 
(NGS “Surface Gravity Prediction” model).  For other uses please use the value refer-
enced standard-g (980.665 gal), as shown in the bottom rows.  **Ratio has been cor-
rected to gravity value at APSC site. 
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Table 2d.  Sensitivities of the accelerometers at PS09 derived from a field test using the correct amplifier 
and 1.91 KW resistors.  The largest difference from the values in Table 2a is 3.1 PPT, about the estimated 
error range of the values given here. 

 

For PS09, because its amplifier had to be returned to APSC for use in the field, we had to use 

a buffer amplifier with an incorrect set of 1.91 KW resistors (those of PS10).  These resistors are 

used to convert the accelerometers’ output from a current proportional to acceleration into a volt-

age proportional to acceleration.  The conversion resistors in question are 1% metal-film type so 

they introduce about a 1% uncertainty (probably less because the batch of resistors from which 

these came showed less variation).  (They are not the source of the 8% difference in sensitivity 

between APSC and USGS calibrations at PS11.)  Nevertheless, in generating Table 2a, for PS09 

it was necessary to measure the resistors in both the PS10 and PS09 amplifiers and correct for 

this slight discrepancy.  Indeed, the measurement of the resistors for PS09, necessarily taken in 

the field to only 4  digits, is the limiting precision factor in Table 2a. 

Using a notation equivalent to that introduced below (in SIGNAL FLOW AND 

GOVERNING EQUATIONS), we make this resistor correction very simply by Vtest 

=(RPS09/RPS10)(RPS10SmA)atest, where Vtest is the corrected voltage out of the amplifier for test accel-

eration atest, as corrected for the differing resistors.  The measured voltage was (RPS10SmA)atest 

while the corrected value was (RPS09SmA)atest. 

To rule out large errors, we also supply sensitivity values we obtained during tests in the field 

using the correct PS09 amplifier and resistors but a less precise portable tilt table.  These are 

given in Table 2d and have accuracies of about three parts per thousand (3 PPT), or better.  Ra-

tios between Tables 2a and 2d are, indeed, no larger than 3 PPT.  (This portable tilt table, of 

metal-stiffened acrylic, was a simple piano-hinged flap held at a fixed set of angles from 0–90° 

by the attachment of machined aluminum bars near either corner.  It’s base was leveled by using 
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large bolts ground to a point as support legs.  Accuracy was limited by flexing, leveling issues on 

slippery concrete, and the precision and wear of the aluminum bars.  The more precise laboratory 

table was a rotary machine-tool stage, Enco™ 200-1163, equipped with a precision right-angle 

plate and accurate to no worse than ±45 arc sec, 0.4 PPT at 30° tilt.) 

 

Figure 4a.  Residuals from linear maximum likelihood fits to static tilt calibrations of the three acceler-
ometers at PS09.  Red = vertical; blue = “North”; green = “East” component.  Solid lines and crosses are 
values obtained from the Agilent™ 34907A integrating DVM; dotted lines and plus signs are values ob-
tained by taking means of selected intervals of 200-sps time series from a RefTek™ 72A-07/6 24-bit re-
corder, which we calibrated for the purpose.  Vertical bars are corresponding ±2s ranges.  (The zero-
acceleration points were measured before and after the other values, so there are twice as many points 
there.) 
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Figure 4b.  Like Figure 4a but for PS10. 

SOME DETAILS 

We measured individual voltages from the accelerometers in two ways, with a 6 -digit ( 22-

bit) Agilent™ 34907A integrating DVM, and with a carefully calibrated RefTek™ 72A-07/6 

“24-bit” seismograph.  (It is essential to calibrate such seismographs when using them in calibra-

tion work, as discussed below.)    We used the RefTek™ at 200 sps (samples per second) to be 

able to review data quality and noise factors more thoroughly than with the Agilent™.  However, 

the DVM, because it integrates across a precise number of power-line cycles (100 in this case), 

notch-filters out the worst single source of noise in the test, and produced lower standard devia-

tions in the raw measurements (generally by a factor on 100 to 300). 
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Figure 4c.  Like Figure 4a but for PS11. 

The Agilent™ DVM also produced better fits in our two-step maximum likelihood linear-

regression method.  Nevertheless, we note that residuals between the best-fitting line and the data 

uniformly exceed measurement standard deviations by several orders of magnitude, typically by 

four orders.  Thus, there are sources of error in the system that greatly outweigh measured time-

series noise (the sum of electronic noise, cultural noise, and sensor self noise), so that our best 

(indeed only) available estimates of these larger errors are the residuals to the linear fits.  To ob-

tain reasonable estimates of the standard deviations of the slope of the fitted line, we must give 

the maximum likelihood method reasonable estimates of the standard deviations of the meas-

urements.  Therefore, we first fit those data using the (tiny) standard deviations of the voltages 

themselves, then use the absolute values of the residuals to this first fit as estimates of twice the 

true standard deviations of the data and perform a second fit to the data, using these new, much 

larger (in all but one case) standard deviations for the second fit.  We believe that using the re-
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siduals as 95% estimates of uncertainty for the input data provides a more realistic estimate for 

uncertainties in the slope of the fit line.  And, of course, that slope is the measure we seek of the 

accelerometer’s sensitivity. 

CALIBRATION OF THE REFTEK™ SEISMOGRAPH 

The RefTek™ ADC conversion together with its associated amplifier gain coefficients have 

been individually calibrated against a Datel™ DVC-8500A voltage reference and also the Ag-

ilent™ 34907A 6 -digit DVM.  The Datel™ and Agilent™ agreed within 0.5 mV up to 

±9 VDC (that is, to one part in 18,000).  We adjusted the vernier setting on the Datel™ to make 

it agree even more closely with the Agilent™ because the latter has been NIST-traceably cali-

brated much more recently.  Therefore, the Agilent™ is the master reference standard for all 

these tests.  Finally, we recorded segments of signal from the Datel™ on the RefTek™ and 

evaluated them to determine the RefTek™’s ADC conversion coefficients. 

We found that the RefTek™’s individual channels varied by up to 0.6% from the nominal 

calibration factor in the data headers for the two model 72A-07/6 recorders we tested, a total of 

12 channels.  Calibration factors also varied by as much as 0.7% between channels within a sin-

gle recorder (plus a very much smaller temporal change likely due to temperature variations).  

Finally, over the 180-s duration of each calibration record we noted tiny, but measurable drift, 

typically 15 to 25 μV peak-to-peak in the case of recorder #7880 and 10 μV peak-to-peak for 

recorder #7871.  (One count is about 1.9 μV at this unity gain setting and 200-Hz sample rate.)  

The shape of the drift was partly unique to each channel but shared common characteristics 

within groups of three channels (1-3 and 4-6), presumably because these groups share many 

common electronic parts.  Because of imprecision in amplifier gains (the resistors are 0.1% accu-

rate), temperature sensitivities, and other factors, modern seismographs have remarkable relative 

accuracy yet still lack the high absolute accuracy required for precise calibration work unless 

they are themselves calibrated for the purpose. 

Similarly, the ability of sampling DVMs to synchronize with the local power lines in order to 

filter noise sources synchronous with those frequencies makes high-resolution sampling, inte-

grating DVMs the instrument of choice in many types of calibration work.  High-speed sampling 

DVMs are available that can provide the bandwidth advantages of a modern seismograph as well 
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but only for a single channel.  Thus the principal exception is in tests requiring precise relative 

timing between multiple channels, such as tests for non-coherent noise (self-noise when a loca-

tion quieter than the sensor cannot be arranged). 

FILTER CALIBRATIONS 

Excepting the sensor gain at PS11, the bandpass filters (Tables 3a-c) are the most significant 

contributors to differences in system performance from the nominal specifications available dur-

ing the first year after the earthquake.  Those original specifications were for a two-pole high-

pass Butterworth filter with a –3-db cut-off at 0.1 Hz followed by a two-pole low-pass Butter-

worth filter with a –3-db cut-off at 40.0 Hz, and total filter gain (out/in ratio) of 2.51 .  We 

measured the actual filter responses using a Hewlett Packard HP3562A™ Dynamic Signal Ana-

lyzer. 

As one would expect with real components, neither section is precisely a true Butterworth fil-

ter (the poles do not lie on a zero-centered circle in the complex z plane), although this distinc-

tion is not large.  More significantly, the corner frequencies are not as intended.  Most impor-

tantly for the deconvolved seismograms, the  –3-db points of the high-pass 2-pole sections (in-

terpolated in the frequency domain for the Tables) all fall well below 0.1 Hz.  These differences 

have significant impacts on the long-period responses of the instruments, which affect computed 

velocities and displacements since these are strongly dependent on long-period signal content.  

For example, at PS10 the –3-db corners are closer to 0.086 Hz than to 0.1 Hz (Table 3b), which 

changes displacements roughly 5% (Ellsworth et al., 2004). 

Because the filters are not strictly Butterworth, direct simulation of individual filters rather 

than parametric representation as Butterworth filters is preferred when deconvolving instrument 

responses.  Each component of each station certainly must be treated independently with its indi-

vidual response characteristics. 
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Table 3a.  Laplace filter coefficients and Butterworth equivalent corner frequencies at PS09.  (Stage 1  
2-pole Butterworth high-pass with 0.087±0.001-Hz –3-db cutoff and gain of 1.596±0.002.  Stage 2  2-
pole Butterworth low-pass with 40.3±0.8-Hz –3-db cutoff and gain of 1.595±0.002.  Poles are in radians 
per second and gains are direct out/in ratios.)  Total gain factors are given at 2.0 Hz. 

 

Table 3b.  Similar to Table 3a but for PS10.  (Stage 1  0.086±0.001 Hz –3-db cutoff and gain of 
1.597±0.002.  Stage 2  39.7±0.7 Hz –3-db cutoff and gain of 1.592±0.002.) 

 

Table 3c.  Similar to Table 3a but for PS11.  (Stage 1  0.087±0.001 Hz –3-db cutoff and gain of 
1.597±0.003.  Stage 2  39.9±1.1 Hz –3-db cutoff and gain of 1.594±0.001.) 
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(The channel “numbers” in parentheses in Tables 3a-c are not sequential, with the Vertical 

and “North” components in reverse order.  This “North”-first channel order is used internally by 

the APSC instruments.  We have used name labels throughout to avoid confusion between USGS 

and APSC component-order convention, notwithstanding that “North” is to be understood as 

APSC “Plant coordinates” only, neither geodetic nor magnetic.  Indeed, the channel numbering 

in Tables 3a-c may be the source of a typesetting error in Ellsworth et al. (2004) — the filter Ta-

bles in this Report are correct and should be used in preference.) 

BASELINE STABILITY AND SENSOR DOUBLE INTEGRATION TESTS 

We also tested both the noise characteristics of the sensors, specifically that noise’s impact 

on baseline stability when doubly integrating the acceleration signal to recover displacement.  

Naturally, this effort also tests the sensors’ ability to recover a known displacement accurately 

and tests the sensors’ ability to track dynamic signals with precision in general.  If the sensor 

could not do all these things — have low noise, stable baseline, and track a dynamic signal faith-

fully — it could not perform well in this test. 

This test involves moving the accelerometer through a step in displacement and doubly inte-

grating the resulting signal in an attempt to recover this known displacement step. 

Figures 5a-c show these results, with the displacement traces from 36 test signals, four step 

transits for each of the three components for each of the three instruments.  Each transit is a 

6.00-inch (15.24-cm) vertical step input signal, significantly smaller than displacements at PS10 

but large enough for this test.  A vertical step is used because the accelerometer is far less sensi-

tive to wobbling — errors in tilt — than if the transit were attempted in a horizontal plane.  Sen-

sitivity to gravity is according to the cosine of the angle when vertical and the sine when hori-

zontal.  This is a test previously recommended by the Advanced National Seismic System (ANSS 

TIC, 2002). 

We used a “step jig” that held the accelerometer rigidly vertical and moved it through the 

step either up or down (the jig is just a parallelogram of thick Acrylic, with steel reinforcements 

and hinges, that partially folds and unfolds to rigid stops).  The size of the step is known quite 

accurately.  We let the jig and accelerometer sit in the up or down position for three minutes be-
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fore and after each transit motion.  The transit time was about 5 s, approximating the rupture du-

ration of the Denali-fault earthquake in November 2002. 

The resulting records were 375 s long — we used the full length of each record, excepting 

the transit interval, to establish and remove the baseline by subtracting the mean of the record.  

We call this demeaning the “first-order” baseline correction, following the usage of several pre-

vious authors, and differing from them only in the greater length of the window used here. 

 

Figure 5a.  Displacement traces derived by doubly integrating baseline-corrected test accelerograms from 
the PS09 instrument.  Each component was driven through 6.00-inch (15.24-cm) upward or downward 
vertical displacements, with the active axis held rigidly vertical. 

Only a 60-s window in the center of this 375-s record was subjected to integration.  Addi-

tionally, we used this 60-s integration window for a “second-order” baseline correction, again 

following several earlier authors, in which we integrate to velocity, fit a cubic polynomial to the 
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velocity record (again leaving out the transit portion of the window when fitting), and remove the 

derivative of this polynomial from the acceleration record.  Finally, this second-order corrected 

acceleration record was doubly integrated to compute the displacement record.  No filtering was 

used. 

 

Figure 5b.  Displacement traces as in Figure 5a, but for site PS10. 

The results in Figures 5a-c do not include either the effects of 16-bit quantization noise (at 

200 samples per second) or of a small 0.5-Hz random-telegraph signal introduced by the APSC 

recording software (a demeaning algorithm that ceases at the trigger time of the event but is pre-

sent in the pre-event portion of the signal).  Whether such distinctions are large or small, Figures 

5a-c more nearly reflect the optimal operational capabilities of the sensors, including very long 



 21

pre- and post-event leads for baseline stabilization and the benefit of low, 24-bit quantization 

noise. 

 

Figure 5c.  Displacement traces as in Figure 5a, but for site PS11. 

And those sensor capabilities are remarkable.  After 25 years deployment in a hostile thermal 

environment, the baseline stability and amplitude precision of these nine accelerometers is as 

good as any we have seen.  There is up to about 4-cm baseline instability over the 60-s integra-

tion window for the two upward transitions of the vertical component of PS10.  (During acceler-

ometer calibrations, we also noted significantly higher self-noise on this component than on any 

other, and that the noise is asymmetric with respect to the applied acceleration signal.  We sus-

pect that this noise source may contribute to the double-integration drift issue and its asymmetric 

behavior for this one sensor.)  The eight other accelerometers we tested were stable to within 
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1 cm over 60 s and recovered the 15.24-cm step to within 2%, if measured from just before to 

just after the transit interval.  Figure 6 summarizes these results. 

 (In this Report, the final recalibration of the RefTek™ recorders was not applied to the dou-

ble integration tests.  Therefore, the values reported here are about 0.5% higher than they would 

be if properly corrected.  If corrected, recovery of the step would average just over 99% of the 

true value rather than under 100% in Figure 6b, for example.) 

 

Figure 6.  (a) Histogram of maximum baseline deviations for all components at all three Pump Stations, 
exclusive of the transition interval.  Red bars highlight the four individual, unbinned values from PS10’s 
Vertical component.  (b) Histogram of the accuracy of displacement recovery during the transition inter-
vals only, as a percentage of the correct value.  PS10’s Vertical is shown in red at higher precision.  Best-
fitting Gaussians are also shown. 

PROCESSING THE SEISMOGRAMS 

The original seismograms recorded by APSC are modified from raw signals according to a 

series of scale factors, principally for the gain of the accelerometer (including the 1.91 K  1% 

resistor in the associated amplifier), the gain of the filters, and the conversion scale factor 

(counts/V) of the analog-to-digital converter (ADC).  Those stations with West-positive analog 

traces also are inverted to East-positive digital traces, including all three stations in this Report.  

No correction other than gain is made for the filters. 

These scaling relationships, as applied to the seismograms originally released by APSC and 

the USGS in 2002, are given in Table 4 and shown schematically in Figure 2.  The units of the 

recorded seismograms are g’s, to a precision of 0.1 ng; however, the resolution of the ADC is 
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about 45 μg.  These seismograms were rescaled one more time into cm/s2 (simply multiplied by 

the ICWM standard, 980.665 gal/g), reformatted, and then released through the USGS Web site 

jointly by APSC and the USGS, originally in 2002 and in slightly modified form in 2003. 

Table 4.  Scaling factors used by APSC to process seismograms originally released by APSC and USGS 
in 2002 and 2003.  The three right-hand columns are inferred from the values in the APSC “registry” and 
the APSC filter-gain factor (2.51 ).  In this Table, “g” is the local value at each site. 

 

This final scaling step by the USGS introduced two new small errors:  scaling by a value of 

“g” not equal to local acceleration of gravity where the accelerometers were calibrated (at indi-

vidual station vaults), and a small additional dose of quantization noise.  The first and largest 

quantization noise is introduced when the signals are originally digitized, at a resolution of about 

45 μg/count.  Since these are “one-shot” signals (an earthquake), rather than continuous signals 

(such as noise), the quantization noise is approximately equal to a full digital count.  (In contrast, 

quantization noise for stationary signals, such as stochastic noise or continuous sine waves, is 

about 29.012/1  of one digitizer count.  Note these values are the quantization noise of a 

given sample.  They are not measures of the whole record, for example of one’s ability to meas-

ure a signal mean.  Quantization noise is not a function of the length of the record — see any 

standard signal processing text.) 

When scaled to cm/s2 and reformatted in the USGS “SMC” format (which uses five-

significant-digit floating point values), additional, variable quantization noise as large as 

~10 μg/count also is added.  (Thus, we do not use this format here.)  The remaining quantization 



 24

at 0.1 ng/count when APSC formats the data contributes negligible noise.  (We used the APSC 

record as the input to our own processing.) 

Although the SMC-formatting noise is small, it would be best if the traces originally released 

in that format were no longer used or reprocessed, but in their stead the seismograms released 

here were used.  The seismograms released here are processed with the full precision of the 

original APSC seismograms preserved (quantization noise about 45 μg/count at the ADC and 

nothing added since then other than MatLab™ IEEE double-precision floating point numerical 

noise).  We release them in the COSMOS version 1.2 format, which allows us to scale the values 

without significant additional quantization noise.  We may later release them also in the nascent 

COSMOS tagged format, which should be easier to read and use. 

This section describes the process we use to convert from the original 2002 APSC seismo-

grams (0.1-ng-resolution scaled and formatted versions of the ~45 μg/count original digitizer re-

cords) to the form(s) released with this 2005 Open-file Report. 

SIGNAL FLOW AND GOVERNING EQUATIONS 

Figure 2 summarizes the signal flow and examples of the values used at the time of the De-

nali fault earthquake to correct the seismograms (cyan-colored values), compared to equivalent 

values now available (magenta-colored values).  We use the example of the “North” component 

of PS10, which recorded the largest accelerations from this event.  The signal flow through the 

system is also expressed in Equations (1a), (2), and (3), where Equation (1a) subsumes the gain 

and sensitivity factors (with either the 2002 or our final calibration values from this report) illus-

trated in Figure 2 while Equations (2) and (3) are the high-pass and low-pass filters, expressed as 

Laplace transfer functions (voltage in, voltage out).  The gain factors are 

     ( ) inmAKADCdig aSRpGCa
91.12

= ,              (1a) 

where ain is the ground motion in g’s and adig is the recorded acceleration in counts, uncorrected 

for filter response other than filter gain.  (Note that “g’s” are, in both cases, according to the local 

value of gravitational acceleration at the accelerometer’s calibration site, which varies by about 

0.2% between the sites studies here, including at the vault, where APSC did its calibrations, and 

at Menlo Park, where our precision calibrations were made.  We correct for this factor below, but 

be cautioned to use values expressed in V/cm/s2 [or the last row] in Tables 2a-c when in need of 
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absolute calibrations — g is a variable.)  CADC is the ADC sensitivity in counts/V, p is positive or 

negative unity for correcting polarity on some East-West components, G2 is the gain of the filters 

at 2.0 Hz, and (R1.91KSmA) is sensitivity of the accelerometer and buffer amplifier system taken 

together, in V/g.  SmA is the accelerometer sensitivity in mA/g; these values were not measured 

for this Report.  Since the output of the system also depends on the value of the resistor used (but 

not on the rest of the amplifier because its design obviates sensitivity to the values of other com-

ponents), we tested the outputs of the amplifiers (that is, the values of R1.91KSmA in V/g) and report 

and use these combined values exclusively. 

During routine APSC processing, as was occurring on 03 November 2002, software performs 

the inverse computation to Equation (1a), using then-available values of calibration constants, 

and recording the estimated values of ain, which we call a in: 

      a in = CADC pG2 R1.91K SmA( )[ ] estimated
1 adig .             (1b) 

Referring to the names of poles and gains given in Tables 3a-c, the S-plane transfer function 

defining the high-pass filter is 

         HH s( ) =
GHs

2

s sH1( ) s sH 2( )
=

GHs
2

s2 sH1 + sH 2( ) s+ sH1sH 2[ ]     (2) 

and that defining the low pass filter is 

            HL s( ) =
GL

s sL1( ) s sL 2( )
=

GL

s2 sL1 + sL2( ) s+ sL1sL 2[ ]
 .    (3) 

In the right-side of each equation, the coefficients are real.  The 2.0-Hz gain term, G2, in Equa-

tions (1a,b) is formally described (e.g., Wielandt, 2002) by 

       G2 = HH j( )HL j( )
2.0Hz

,      (4) 

however, because the two filter corners are far apart and 2.0 Hz is well away from both, G2 turns 

out to be only five parts per million different from the product GHGL and does not bear special 

treatment.  It is sufficient to approximate it as G2  GHGL, therefore in the deconvolution of the 

high-pass filter there is no need to make any additional corrections for the gain factors not al-

ready expressed in Equations (1a,b), but only to deal with the poles and zeroes of Equations (2) 

and (3). 
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GAINS AND SENSITIVITIES 

Thus, there are just two calibration steps in converting from the seismograms recorded by 

APSC to those released with this Report.  First we correct for changes to the sensitivities and 

gain factors in Equations (1a,b) to reflect current information and yielding “Volume 1” (i.e., 

original, uninterpreted) records (to use California Institute of Technology “Blue Book” terminol-

ogy, and excepting that instrument-gain corrections also have been applied).  Second, we decon-

volve the high-pass filter from these “Volume 1” records and integrate the result, yielding 

broadband acceleration, velocity, and displacement records (equivalent to “Volume 2”, i.e., in-

terpretive, Blue Book records).  Each step requires some explanation. 

The first is discussed in this section and produces filtered but calibrated acceleration records 

that constitute the “Volume 1” data set — uninterpreted accelerograms.  In most cases, these data 

are very similar to the acceleration records originally released, with gain changes less than 1.5%, 

but in the case of PS11 there is a significant gain change of ~9%.   

The procedure is as follows: 

               inSFCMenloinMenlogal agaga ==      (5) 

where the a in, the original APSC seismograms (in local g's), is defined in Equation (1b).  The 

various ’s are ratios of the old to new calibration values (not the other way around because of 

the inverse in Equation (1b)), and are enumerated in Table 5 for all components.  The term gMenlo 

is the local value of gravity where we precisely calibrated the accelerometers, Menlo Park, Cali-

fornia, and scales the records from g’s to cm/s2, hence “agal”. 

In addition, there is the complication for DS, the sensor correction factor, of the local value of 

“g” at the site of each calibration measurement.  These calibration sites were the individual Pump 

Stations for the APSC values but Menlo Park, California, for the USGS values.  The Alaskan 

values must therefore be shifted to the Menlo Park value as 

         
( )
( ) PSxx

Menlo

USGSmAK

APSCmAK

S
g

g

SR

SR

91.1

91.1
= .     (6) 

The values of “g” at Menlo Park, PS09, PS10, and PS11 are 979.945±0.002, 982.054±0.004, 

981.927±0.002, and 981.906±0.004 cm/s2, as obtained from the National Geodetic Survey’s 



 27

“Surface Gravity Prediction” model (http://geodesy.noaa.gov/TOOLS/Gravity/gravcon.html).  

The net result of Equations (5) and (6) (right-hand column of Table 5) is 1.5% change in ampli-

tudes at PS09 and PS10.  However, largely because of the significant change in accelerometer 

sensitivities at PS11, those three components decrease in amplitude by about 9%. 

The next steps in processing the acceleration records, deconvolution of filter responses and 

integration to velocity and displacement, involve a degree of subjective judgment on the part of 

the analyst.  This is particularly so for PS10 because we can expect near-field terms — the reader 

is cautioned at the outset to use this site's records thoughtfully.  Specifically, we provide two ver-

sions of the interpreted (“Volume 2”) records for PS10.  The first (“Option 1”) is equivalent to 

the acausal processing for sites PS09 and PS11 and is designed for users interested in dynamic 

modeling of structures, response spectra, and other matters in which the phase angles of the re-

cords must be kept coherent at all frequencies (Boore and Akkar, 2003). 

Table 5.  Ratios between original APSC and the calibration factors of this Report — the D factors, 
cf. Equation (5). 

 

DECONVOLUTION AND DOUBLE INTEGRATION OF THE SEISMOGRAMS 

In contrast, “Option 2” is unique to PS10 records and is offered for those needing to preserve 

the total displacement of the ground, for example in rupture modeling, testing the responses of 

tall structures to interfering start and stop waves, and so forth.  “Option 2” is causal processing 

broadly similar to that of Ellsworth et al. (2004).  Such causal processing was not performed for 

PS09 or PS11 because, as discussed below, the resolution of the digitizers does not appear to 

have been quite sufficient to recover total ground displacements at those locations. 

http://geodesy.noaa.gov/TOOLS/Gravity/gravcon.html
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Our processing steps for all stations are summarized in Tables 6a,b.  The first step (gain cor-

rections) was discussed above. 

As a preliminary step to both causal and acausal processing, we found that making a simple 

correction for the baseline of the “Volume 1” records was helpful.  We first removed the mean of 

the trace up to the point of the earliest P-wave motion, yielding displacement records with large, 

roughly quadratic departures from zero (Figures 7a-c).  Since these deviations appear to be tan-

gent to the baseline where the departures begin, we model them as tangent quadratic functions in 

displacement, corresponding to simple steps in acceleration (that is, without any Dirac-delta sin-

glets or their derivative, infinite-amplitude Dirac doublets, deriving from the first- or second-

order differentiation of constants, respectively). 

 

Figure 7.  The “Volume 1” acceleration records integrated to displacement.  Curved dashed lines show 
the least-squares (“L2”) fits of tangent quadratic functions fitted to the portions from the vertical solid 
line to the ends of the traces.  Vertical dashed lines indicate the tangent points of these fitted lines to zero 
displacement.  Colors indicate components.  Polarities have been reversed as indicated to make the devia-
tions all positive for computation and comparison.  (a) PS09; (b) PS10; and (c) PS11. 
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Demeaning and Removal of Acceleration Step 

At each station, individual components begin these quadratic deviations at roughly the same 

time (indeed, they can be modeled almost as well with synchronicity imposed) but they are not 

synchronous between stations.  They are instead coincident with the large S-wave/surface-wave 

motions at each site.  At PS09 and PS10, the amplitudes of these displacement quadratics are 

about equal between all three components, while at PS11 the “East” component deviates about 

2.5 times as far as the others.  Nevertheless, the large size of the vertical-component deviations at 

all sites and the apparent synchronicity of these baseline acceleration steps suggest either an elec-

tronic source or a surprisingly systematic mechanical source.  (The latter, a synchronous me-

chanical cause presumably triggered by large S-wave motions, was not revealed or hinted at by 

any sensor/amplifier test that we performed.  Furthermore, the design of the Sundstrand™ accel-

erometers is unlikely to create such a step since it is a monolithic laser-cut quartz mass and 

spring, lacking parts that are likely to suffer “oil canning” or slip anomalies.)  While the variation 

in polarities would be unexpected from an electrical source, that source nevertheless remains a 

possible explanation, perhaps in power supplies or voltage references in response to variations, 

during strong shaking, in the power supplied to the plant. 

Alternately (Figures 7d,e), there may be some contribution from a slight asymmetry evident 

in the background noise, perhaps caused by ADC imperfections.  The noise measured prior to the 

arrival of the P wave, even when demeaned before histogram binning, when best fit by a Gaus-

sian, shows a slight offset of the mean, an asymmetry.  This offset can account for about 37 cm 

of displacement after 160 s if the “step” is applied at 0 s.  That is, it is of the same magnitude as 

the observed quadratic departures.  However, this pattern does not readily explain why the quad-

ratic departures in Figures 7a-c begin at about the time of the S wave.  In the end, we must accept 

that the cause of the apparent acceleration steps near the S wave is as yet unidentified. 

Whatever the cause of these acceleration steps, removal at this early stage of processing is 

largely successful and helpful in reducing the size and complexity of baseline-error signals that 

have to be dealt with at later processing stages.  Nevertheless, after this first correction step, 

PS09 retains a moderately large signal in displacement that appears to be an exponentially grow-

ing long-period sine wave (not readily visible in Figure 7a, but obvious in the residuals to that 

fit, not shown here).  It's source may well be electrical since it appears on all three channels with 
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comparable magnitude, though varying phase.  Subsequent filtering removes it successfully since 

its frequency is well below the pass-band of interest. 

Table 6a.  Enumeration of accelerogram processing steps required to produce both “Volume 1” and in-
terpretive, “Volume 2” records.  PS09 and PS11 are covered here.  The time t0 is the beginning of the 
original (unpadded) trace, and tP is the arrival time of the P-wave.  The notations “[ –1 –1 1]”, etc. gives 
the polarities of the quadratic signals in Step 3 for the vertical, “North”, and “East” components.  The 
same order of components applies to the notations “[ 4.35 4.48 5.17  ] s”, etc. 

 

Signal and Noise 

In what follows, there is an underlying supposition of good signal present above some long-

period threshold and noise predominating below that frequency.  This supposition is supported 

by Figures 8a-c, which show Discrete Fourier Transform (DFT) amplitude spectra for the nine 

“Volume 1” traces, that is, as corrected only for gains.  Much of what follows is aimed at sepa-

rating these two components and eliminating the noise.  Using Figures 8a-c, we selected thresh-

olds between signal and noise near periods of 19.3 s for PS09, 26.3 s for PS10, and 19.4 s for 

PS11.  Our choices for filtering or its equivalent (i.e., modifications to the denominator during 

deconvolution) are guided by these threshold periods. 

Padding and Tapering 

In all cases the next step is to apply a cosine taper to a modest portion of each end of each 

trace, tapering 5 s of the pre-event portion and from 2.3 to 5.49 s of the final coda of each trace, 
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as indicated in Tables 6a,b.  These latter amounts were selected empirically to reduce tail-end 

anomalies in later processing steps.  In some cases it was found that beginning the taper at peaks, 

troughs, or zero crossings of the long-period portion of the signal produced a good result.  The 

sensitivity of the result to this rear-end tapering and its failure to correlate simply with signal 

characteristics is unexpected and, so far, unexplained. 

Table 6b.  Like Table 6a but for PS10, showing both versions of the processing. 

  

 

Next, substantial intervals of zeros were added as padding, (nearly) symmetrically to the 

front and rear of each trace, anticipating long-period, acausal filter processes.  These acausal fil-

ters were either explicitly applied or came about because deconvolution can include an acausal, 

long-period component as a result of disabling an interval of long-period bins.  The pads are re-

tained throughout the remainder of the processing, essential to the validity and success of the 

process, and part of the resulting seismograms (Boore, 2005), though not plotted in most figures. 
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Figure 7.  (cont.) 
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Figure 7.  (cont.)  Distribution of pre-event noise samples after noise-segment demeaning.  Note slight 
offset between Gaussian mean and the zero-valued sample.  Subdivided by component (d) or by station 
(e).  Cyan vertical lines show the values of noise-segment means removed prior to histogram binning, and 
are smaller than the offset of the fitted Gaussian by a factor of two. 
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Figure 8.  DFT amplitude spectra of the “Volume 1” (unpadded) acceleration records.  Vertical solid and 
dashed lines show the periods (frequencies) we have chosen to control subsequent processing.  Below 
these frequencies, the spectra deviate from the expected system frequency decay rate (dashed magenta 
line) indicating noise in the record.  (Spectra are validly averaged [black spectrum] because signal-to-
noise ratios will be about the same on all components and have nearly the same filter decay rates, 
12 db/octave.)  (a) PS09; (b) PS10; and (c) PS11. 

Users are alerted to this final point.  Filtering and integration are both performed over the en-

tire, padded trace in order to account properly for the long tails of these filters without contami-

nating the seismograms per se.  Failing to include the pads when integrating will not produce the 

same result as reported here nor a sensible result.  The need for and validity of this technique has 

been described by Boore (2005) and applies even to the “causal” case of PS10’s “Option 2” be-

cause of the acausal nature of the deconvolution “filter error” fraction, as described below. 

The lengths of the zero pads are chosen to be at least as long as suggested by Converse and 

Brady (1992), Tzpad =1.5n / fc , where zpadT  is the total length of zero padding in seconds, n is the 

order of the Butterworth filter, and cf  is the filter corner frequency in Hz.  Half the pad is placed 

in front of the trace and half at the rear, protecting both ends of the trace from filter wrap-around 

effects and providing both ends of the trace with room for the filter transients to die away.  Fur-
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thermore, note that the long front pad allows for a more accurate estimate of the mean when es-

timating an initial acceleration value. 

 

Figure 8.  (cont.) 

It should also be mentioned that a few additional zeros are added at the rear pad to make the 

total length of the trace factor into smaller primes for the purposes of FFTs.  (In MatLab and 

most other FFTs it is no longer necessary to pad to a power of two — indeed, we have observed 

an FFT of 65537 points, a prime, execute in seconds.)  We pad just enough that the largest prime 

factor is smaller than 100 to obtain fast FFT execution on very large traces.  This process adds 

only a few additional zeros to the rear pad (Tables 6a,b). 

Butterworth “Error Filter” and PS10 Causal Processing 

There is the one more constraint on the minimum length of zero padding.  We perform a de-

convolution to mitigate the effects of the causal electronic ~12-s-corner Butterworth filters origi-

nally used at the instrument to high-pass filter the accelerograms.  We use simple spectral divi-

sion of the signal DFT by the Butterworth DFT.  An example of a Butterworth DFT is shown in 

Figure 9.  Following the method of Ellsworth et al. (2004) we use the filter poles and zeroes 
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from Tables 3a-c directly to generate time-domain impulse responses of individual filters, then 

use these responses for the spectral division. 

 

Figure 8.  (cont.) 

Ideally, therefore, the deconvolution step should be causal since the filters are causal.  How-

ever, one must impose a constraint on the denominator, at a minimum to avoid dividing by zero 

(the “DC”, 0-Hz, bin is always zero).  And in one case (PS10, “Option 2”, when we wish to pre-

serve permanent ground displacement), we must also raise the values of many higher-frequency 

bins that would otherwise amplify noise in the original signals — we must raise the values of the 

denominator from 0 Hz all the way to the threshold period defined in Figure 8b, 26.3 s.  (In 

acausal processing of all stations, we instead use an acausal Butterworth filter prior to deconvo-

lution to suppress these long-period noise signals so that we do not need to suppress them during 

deconvolution.)  Thus in the causal processing of PS10, when the input signal (the numerator) 

contains noise at long periods, we must raise the values of the Butterworth filter’s amplitude 

spectrum (the denominator in the deconvolution, as shown by the higher line in Figure 9).  This 

change in the (frequency domain) amplitude response of the filter results in a significant differ-
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ence between the (time domain) impulse response of the modified Butterworth filter and the 

original, causal electronic filter.  This difference in impulse responses between the true and 

modified electronic Butterworth filters, the latter being used for deconvolution, can be thought of 

as an acausal “error filter” (Figure 10).  When this error filter is applied to the input, the ground-

motion signal, it creates an acausal error output signal. 

 

Figure 9.  DFT amplitude spectra for one of the Butterworth low-cut filters which are to be deconvolved 
from the system response.  The "North" channel for PS10 is shown, the others being similar.  For com-
parison, the same channel has been raised to the level required for “Option 2” to prevent the amplification 
of long-period noise during deconvolution of this filter. 

We therefore attempt to model, fit, and remove this acausal error output signal (as it appears 

in the velocity traces) in order to leave behind the true, causal ground-motion signal.  We do so 

by applying high-order (30th-order) polynomials, mimicking a Taylor-series approximation, to 

model the acausal error signal in the velocity trace.  We are, therefore, claiming that there should 

be little or no motion shorter in period than our identified threshold period in the resulting veloc-

ity baseline, in line with our noise analysis in Figure 8b above, and similarly attempting to pro-

duce a polynomial with nearly all its energy at periods longer than this same threshold.  In the 

case of PS10, we conveniently have an error signal that is relatively large and temporally rela-

tively clear of the large pulse of S-waves that contains the primary signal of interest.  That is, the 
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two signals are well-separated in time, frequency, and amplitude.  Failed attempts to apply this 

method to causal analyses of the other two sites suggest that all three conditions may be impor-

tant to the success of this technique, high-order polynomials not always behaving genially. 

The fits to the complete causal velocity signals for PS10 (error plus signal) after deconvolu-

tion and demeaning are shown in Figure 11 while the fitted error functions themselves and their 

DFT amplitude spectra are shown in Figures 12a,b. 

While there are precedents for using low-order polynomials in processing acceleration re-

cords (e.g., Graizer, 1979; Ellsworth et al., 2004), the questions naturally arises whether poly-

nomials are appropriate here, whether such high-order polynomials are required, and whether the 

fitted polynomials are following the error portion of the traces faithfully or instead oscillating in 

some manner that distorts the signals of interest. 

We note that there are Taylor-series approximations for sines, cosines, and the exponential 

— all the components of Fourier analysis.  It can be argued, therefore, that polynomials are al-

ternative basis functions for the decomposition of sinusoidal signals.  We further note that our 

numerical experiments in fitting a real exponential at time and amplitude scales like those here 

demonstrated a need for high-order Taylor series (51st-order in that instance) for accurate fitting 

of such functions.  These points suggested that high-order polynomials are candidates for model-

ing long-period sinusoidal features. 

Following the example of Ellsworth et al. (2004) we tested cubic and other low-order poly-

nomial fits to these velocity traces for removing the acausal features shown in Figures 11a-c (the 

large S-wave/surface-wave packet is excluded from the fitting procedure, with this gap interpo-

lated by the fitted polynomial).  We had only partial success, with large residuals to the fits and 

obvious mismatches to the velocity trace — the curvature of the error signal is simply too great 

and clearly requires a “shorter period” fitting function.  We systematically increased the polyno-

mial order until at 19th-order the fit was reasonably close to the center of the trace before and af-

ter the large S-wave/surface-wave packet. 

The resulting displacement traces at this point still showed some drift, very long-period dis-

placement between the earliest and latest parts of the padded traces in a nearly linear manner.  

Increasing from a 19th- to a 31st-order polynomial made little difference to the shorter-period por-
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tions of the displacement signal but effectively removed this long-period drift, so we adopted the 

higher order.  Increasing beyond 31st order seemed only to increase numerical noise. 

To test the validity of the resulting baseline estimate, Figure 12b shows that the frequency 

content of the polynomial is largely below the threshold period, as required, with a sharp cut-off 

between the energetic part of the band and the weak part.  We infer that removing this polyno-

mial effects a low-cut filter function of sorts, albeit a selective, model-fitting variant on that 

theme. 

 

Figure 10.  The difference between the impulse responses for the original Butterworth filter (the elec-
tronic filter used in the accelerograph) and the modified Butterworth filter used to deconvolve PS10 in 
“Option 2” processing.  In effect, the acausal “error filter”. 
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Figure 11.  The velocity traces and 30th-order polynomial fits (contrasting color) for PS10 (“Option 2”).  
The pads are also plotted here and included in the fit.  Vertical dotted lines show the extent of original 
seismograms, black, and the arrival time of the P-wave, magenta.  The solid magenta line at the top of 
each plot shows the fitted portion of the traces — all but the strong part of the S-wave/surface-wave 
packet.  (a) PS09; (b) PS10; and (c) PS11. 
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Figure 11.  (cont.) 

Acausal Processing, All Stations 

For all other situations — PS09, PS10 “Option 1”, and PS11 — the long-period noise in the 

signal is removed prior to deconvolution rather than being dealt with after deconvolution (Ta-

bles 6a,b).  With the noise thus suppressed at periods longer than the thresholds identified in 

Figures 8a-c, it is no longer necessary to raise the corresponding terms of the electronic Butter-

worth filter’s DFT (the denominator of the deconvolution ratio) with the single exception of the 

0-Hz (DC) term which is always zero-valued.  Raising this single frequency bin has a minimal 

effect on the Butterworth filter’s impulse response — it creates a negligible “error filter” three 

orders of magnitude smaller than the one shown in Figure 10 and largely random in appearance. 

To suppress the signal’s long-period noise prior to deconvolution we use an acausal “Butter-

worth” filter, a 3rd-order Butterworth filter run both forward and backward across the accel-

erogram with corner periods as shown in Table 6, scaled from the threshold periods deduced in 

Figures 8a-c.  This filtering technique is in keeping with the method of Boore (2005) and other 

authors, but here is closely tied to the needs of deconvolution. 
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Figure 12a.  From Figures 11a-c the 30th-order polynomials fit by least squares to the velocity traces of 
PS10 (“Option 2”) — in effect the modeled acausal error functions due to enforcing a minimum ampli-
tude in the Butterworth filter deconvolution.  Vertical dashed lines are at the limits of the original time 
series (black) and the arrival time of the P-wave (magenta).  Horizontal magenta lines show constrained 
portions of traces. 

Integration 

The result of deconvolution is in all cases demeaned once more.  Since the integration proc-

ess is very sensitive to this initial value, we use the entire front-end pad and pre-event signal up 

to the P-wave arrival time to compute the value of this mean.  (Attempts to use a shorter interval 

nearer the P-wave arrival time proved insufficient, producing large quadratic deviations in the 

displacement result.) 

At last, the filtered or baseline corrected, deconvolved, demeaned acceleration trace is doubly 

integrated by the trapezoidal rule, beginning from the start of the front pad.  As discussed by 

Boore (2005), including the pads in the integration is essential to obtaining a valid result.  While 

we have done so, only the portions of this longer trace which correspond to the original accelera-

tion trace are plotted in Figures 13a,b (PS09), Figures 14a,b (PS10, “Option 1”), Figures 15a,b 

(PS10, “Option 2”), and Figure 16 (PS11) . 
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For all sites the results are shown for the original components as oriented on the ground — 

“North” is the local pipeline-parallel direction and “East” is 90° clockwise from that azimuth.  

True azimuths are shown parenthetically for the unrotated components in Figures 13a, 14a, and 

15a and Figure 16 and enumerated in Tables 1a-c.  In the case of PS09 and PS10 (Figures 13b, 

14b, and 15b), results are also shown with the horizontal components rotated into the fault-

normal (21.62°) and fault-parallel (111.62°) azimuths regionally prevalent near PS10 (Ellsworth 

et al., 2004). 

 

Figure 12b.  DFT amplitude spectra of the polynomials in Figure 12a.  The vertical magenta line is at the 
noise-threshold period determined from Figure 8b.  Amplitudes are shown in decibels relative the largest 
amplitude in each spectrum.  No window weighting is used, so effects of the boxcar window can be seen. 
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Figure 13a.  Acceleration, velocity, and displacement for PS09 (processed as in Table 6a).  Dashed hori-
zontal lines in displacement are the geodetic model estimates of permanent ground displacement at this 
site (Hreinsdóttir et al., 2006), which we cannot model because of insufficiently resolved long-period 
signal.  Sensor orientations are as emplaced, where “North” is local pipeline-parallel.  Pads are included 
in all computations but only the time interval corresponding to the original acceleration trace is plotted 
(vertical black dashed lines).  Vertical magenta dashed line is time of P-wave arrival. 
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Figure 13b.  The same as Figure 13a but with the horizontal components rotated into the fault-normal 
(FN) and fault-parallel (FP) directions as they exist in the region around PS10. 
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Comments on Interpreted (“Volume 2”) Seismograms 

The causal (“Option 2”) analysis of PS10 (Figures 15a,b) and the results of Ellsworth et al. 

(2004) compare favorably, as do our “Option 2” results and the geodetic modeling of Hreinsdót-

tir et al. (2006).  For the large, fault-parallel component of displacement (called “fling step” by 

Bolt and Abrahamson, 2003) our results are the lowest of the three, at 91% that of the geodetic 

model.  The earlier Ellsworth et al. evaluation of PS10 seismic data is 123% of the geodetic es-

timate.  Given that the geodetic value likely includes post-seismic relaxation, our estimate of the 

co-seismic displacement at PS10 may be the more accurate.  However, it must be noted that the 

other two components of Figure 15b mismatch the geodetic estimates by comparable or larger 

amounts, and these may simply be a measure of the combined errors of the two techniques, par-

ticularly including assumptions of the relevant fault azimuth. 

The acausal results for PS10 are quite different in appearance (Figures 14a,b), all showing 

long-period premonitory oscillations before the P-wave arrival time (most noticeable in horizon-

tal-component displacement traces).  These features are characteristic responses of long-period 

acausal filters and no cause of concern but do point up the need to include the pads in integra-

tion. 

By comparing Figures 14a and Figures 15a or of Figures 14b and Figures 15b it is apparent 

that the causal and acausal processing of PS10 has produced very similar acceleration and veloc-

ity records.  Indeed, the short-period portions of the displacement traces are also very similar be-

tween these records.  The critical difference is in the period range between about 15 and 30 s.  

Shorter periods are similarly recovered between the causal and acausal cases but longer periods 

progressively differ, precisely as would be expected from the nature of the filters and polynomial 

error estimates applied to the processes.  The polynomials appear to be successful at providing a 

filter-like removal of long-period noise signals without causing the ringing associated with high-

order or brickwall filters. 

It is clear from Figures 13a,b and 16 that PS09 and PS11 do not approach the model GPS es-

timates of total ground displacement.  As mentioned above, the resolution of the digitizers at 

these instruments appears to be insufficient to resolve the small long-period signals at these distal 

sites.  Signal levels at long-periods (Figures 8a,c) drop into background noise levels at about 

19 s, which from the analysis of PS10 appears to be the critical range for recovering these per-
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manent displacements.  Nevertheless, from about 15 s upward in frequency, these are useful re-

cords for dynamic analysis. 

 

Figure 14a.  Unrotated results for PS10, “Option 1” (processed as in Table 6b).  Otherwise like Figure 
13a. 
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Figure 14b.  Rotated results for PS10, “Option 1” (processed as in Table 6b).  Otherwise like Figure 13b. 
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Figure 15a.  Unrotated results for PS10, “Option 2” (processed as in Table 6b).  Otherwise like Figure 
13a.  Shows near-field, “fling-slip” displacements, which compare to the dashed horizontal lines, the GPS 
modeling of Hreinsdóttir et al. (2006). 
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Figure 15b.  Rotated results for PS10, “Option 2” (processed as in Table 6b).  Otherwise like Figure 13b.  
Shows near-field, “fling-slip” displacements, which compare to the dashed horizontal lines, the GPS 
modeling of Hreinsdóttir et al. (2006). 
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Figure 16.  Unrotated results for PS11 (processed as in Table 6a).  Otherwise like Figure 13a. 
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SEISMOGRAMS RELEASED WITH THIS REPORT 

The deconvolved accelerograms for all sites and their first and second integrals are the seis-

mograms released here as “Volume 2” (interpreted) data.  Because we are also releasing the ac-

celeration records without these manipulations (“Volume 1”, original accelerograms), there are 

two acceleration records for each component of each station, the processed and unprocessed re-

cords, and for PS10 yet another set of records for “Option 2” processing (Table 6b).  The un-

processed, “Volume 1” records have only had our current set of gains and sensitivities removed 

but the instrument filter responses left in.  None of the rotated traces are released with this report 

because they are easily computed from the unrotated traces. 

All records are released in COSMOS Version 1.2 format because this format can preserve the 

full precision of the original record.  USGS “SMC” format, and other “Blue Book” derived for-

mats, although nominally sufficient for 16-bit data, have mantissas that are slightly too short to 

avoid an additional source of quantization noise within the range of these signals. 

The seismograms released here can be considered the “final” versions, but a word of caution.  

We do not consider any particular processing scheme to be the only possible choice in the mat-

ter, as should be clear from the offering of two “Options” for PS10.  There is a very real need in 

cases like PS10 to choose between causal and acausal processing in order to preserve one or an-

other desired property of the records.  Furthermore, there are matters of art that require varying 

degrees of subjectivity on the part of practitioners.  In offering the “Volume 1” records and a de-

tailed listing of the steps performed to arrive at the “Volume 2” records (Tables 6a,b), we hope 

to encourage others to try their hands at this set of records, or failing that at least to be aware of 

the abstruse art that created them. 

All records are released in their originally recorded orientations, leaving it to the user to ro-

tate them into their preferred orientations.  When we rotated for presentation in Figures 13b, 14b, 

and 15b , we did so after integration, believing that introducing another source of numerical 

noise prior to integration was unwise.  The following are available at or by way of the Web site: 
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• “Volume 1” acceleration records (gains and sensitivities only removed): 

• PS09 

• PS10 

• PS11 

• “Volume 2” interpreted acceleration, velocity, and displacement records: 

• PS09 

• PS10, “Option 1” 

• PS10, “Option 2” 

• PS11 

• This report, 300 dpi TIFF versions of all figures, and Excel™ versions of all Tables. 

• The original processing “diaries” detailing the steps followed and constants applied. 
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